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Abstract—A compact analog programmable multidimensional
radial basis function (RBF)-based classifier is demonstrated.
The probability distribution of each feature in the templates is
modeled by a Gaussian function that is approximately realized by
the bell-shaped transfer characteristics of a proposed floating-gate
circuit, which we term a floating-gate bump circuit. The max-
imum likelihood, the mean, and the variance of the distribution
are stored in floating-gate transistors and are independently
programmable. By cascading these floating-gate bump circuits,
the overall transfer characteristics approximate a multivariate
Gaussian function with a diagonal covariance matrix. An array of
these circuits constitute a compact multidimensional RBF-based
classifier that can easily implement a Gaussian mixture model.
When followed by a winner-take-all circuit, the RBF-based classi-
fier forms an analog vector quantizer. We use receiver operating
characteristic curves and equal error rate to evaluate the perfor-
mance of our RBF-based classifier as well as a resultant analog
vector quantizer. We show that the classifier performance is com-
parable to that of digital counterparts. The proposed approach
can be at least two orders of magnitude more power efficient than
the digital microprocessors at the same task.

Index Terms—Analog classifier, bump circuit, floating-gate tran-
sistor, Gaussian-like analog circuit, radial basis function (RBF),
vector quantizer.

I. MOTIVATIONS FOR ANALOG RBF CLASSIFIER

MULTIVARIATE Gaussian response functions can be
used as building blocks in many applications including

radial basis function (RBF)-based classifiers, Gaussian mixture
modeling of data, and vector quantizers. This paper discusses
the development of an analog Gaussian response function
having a diagonal covariance matrix and demonstrates its
application to vector quantization.

When followed by a winner-take-all (WTA) stage, a RBF-
based classifier forms a multidimensional analog vector quan-
tizer. A vector quantizer compares distances or similarities
between an input vector and the stored templates. It classifies
the input data to the most representative template. Vector quan-
tization is a typical pattern recognition and data compression
technique. Crucial issues of the vector quantizer implementa-
tion concern the storage efficiency and the computational cost
of searching the best-matching template. In the past decade,
efficient digital [2], [3] and analog [4]–[6] hardware vector
quantizers have been developed. In general, the analog vector
quantizers have been shown to be more power efficient than
their digital counterparts. However, in a previous design [4], the
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Fig. 1. Analog RBF-based classifier in an analog front-end for speech recog-
nition. The front-end of our current speech recognition system includes a band-
pass-filter bank based analog Cepstrum generator, an analog RBF-based clas-
sifier, and a continuous-time HMM. Putting the DSP stages behind the analog
front-end makes the entire system more efficient.

computational efficiency is partially due to the fact that only the
mean absolute distances between the input vector and the tem-
plates are compared instead of considering the possible feature
distributions. To have better approximation to the Gaussian dis-
tribution, many variations of analog RBF circuits are designed
[6]–[11]. Among these previous works, the simple “bump”
and “anti-bump” circuits in [7] are the most classic; however,
the widths of their bell-shaped transfer curves are fixed. To be
able to change the width of the transfer characteristics, circuits
usually become complicated. An analog RBF-based classifier
can be a critical building block in an analog signal-processing
front-end system for speech recognition [1]. Fig. 1 illustrates
one possible application of this work as part of an analog
speech recognizer that includes a band-pass-filter bank based
analog Cepstrum generator, an analog RBF-based classifier,
and a continuous-time hidden Markov model (HMM) block
built from programmable analog waveguide stages. The input
to the HMM stage could represent the RBF response directly
or it could pass through a logarithmic element first. By per-
forming analog signal processing in the front-end, not only
the computational load of the subsequent digital processor
can be reduced, but also the required specifications for the
analog-to-digital converters can be relaxed in terms of speed,
accuracy, or both. As a result, the entire system can be more
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power efficient. Additionally, all of the analog RBF or vector
quantization circuits reported in [6]–[11] require extra circuits
to store or to periodically refresh template data. In [5], [12], and
[13], floating-gate transistors are used to implement the bump
and anti-bump circuits. Because the template data are stored
in the form of charges on floating gates, the circuits are very
compact. Particularly in [12] and [13], two adaptive versions of
the floating-gate bump and anti-bump circuits are introduced to
implement competitive learning. Although the bump centers in
these circuits are adaptive to the mean values, the bump widths
are still constant, limiting their applications. As will be shown
later in this paper, our new floating-gate circuit has the potential
to adapt to both the mean and the variance of the distribution.

This paper demonstrates a novel compact programmable
analog RBF-based classifier that is composed of an array
of two-input floating-gate bump circuits. The mean and the
variance of each feature component distribution are stored in
a floating-gate circuit that we term a floating-gate bump cell.
These two statistical moments can be programmed accurately
and independently; therefore, the stored template informa-
tion can be closer to the real distributions. An array of these
floating-gate bump cells can also implement Gaussian mixture
models (GMMs). With a following WTA circuit, the resultant
analog vector quantizer can be applied to nonuniform, as well
as uniform, variance scenarios. The whole classification system
is compact and can be easily scaled up.

In the next section, we present our new programmable
floating-gate bump circuit, which is the most crucial element in
our RBF-based classifier. In Section III, we briefly review the
techniques of programming an array of floating-gate transis-
tors. In Section IV, we illustrate the complete schematic of the
floating-gate bump circuit and the architecture of a resultant
analog vector quantizer. In Section V, we show the measure-
ment results from an analog vector quantizer implementation.
We evaluate the classifier performance by means of receiver
operating characteristic (ROC) and equal error rate (EER). The
power efficiency of the classifier is investigated in Section VI.
The conclusion is drawn in the final section.

II. PROGRAMMABLE FLOATING-GATE BUMP CIRCUIT

In our classifier, the Gaussian response function is approxi-
mated by the bell-shaped transfer characteristics of a proposed
floating-gate bump circuit. The height, the width, and the
center of the transfer curve represent the maximum likelihood,
the variance, and the mean of a distribution, respectively.
The ability to program these three parameters individually
empowers the classifiers to fit into different scenarios with the
full use of statistic information up to the second moment. In
addition, adjusting these parameters is equal to pre-scaling
input signals in the analog fashion so that the circuit outputs
can fall into the effective input range of the following stage.
For example, in the analog vector quantizer implementation,
despite the different distributions in different applications, the
required precision of the following WTA circuit can remain
relaxed if the input signals can be scaled properly.

The schematics of the proposed floating-gate bump cir-
cuit and its bias generation block are shown in Fig. 2. All
floating-gate transistors have two input capacitances and all
input capacitances are of the same size. The proposed bump

Fig. 2. Schematics of the new floating-gate bump circuit. All floating-gate tran-
sistors in the schematics have two inputs with equal weights and the floating-
gate voltage can be expressed as V = 1=2(V + V ) + V , where
V = Q =C , Q is the charge on the floating gate and C is the total ca-
pacitance from the floating gate. The bump circuit is composed of an inverse
generation block, a fully differential VGA, and a conventional bump circuit.
The width and the center of the bell-shaped transfer function are set by the
common-mode and differential charges on M and M . The height is con-
trolled by the tail current I . All of them are independently programmable.

circuit is composed of three parts: an inverse generation block,
a conventional bump circuit [7], and in between a fully differ-
ential variable gain amplifier (VGA). The inverse generation
block provides the complementary input voltages to the VGA
so that the floating-gate common-mode voltage of and

as well as the outputs of the VGA are independent of the
input signal common-mode level. The width of the bell-shaped
transfer curve can be adjusted by changing the VGA gain.

The inverse generation block has two floating-gate summing
amplifiers. If the charges on and are matched and the
transistors are in saturation region, we can have

(1)

where only depends on the bias voltage and the
charges on and . If the charge on , in the bias
generation circuit, also matches that on and , the
generated voltage, , provides the summing amplifiers an
operating range that is one away from the supply rails,
as shown in Fig. 3. The floating-gate voltages on and
can be expressed as

(2)

(3)
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Fig. 3. Inverse generation transfer characteristics. A floating-gate summing
amplifier generates a complementary input voltage. This outputs are fed
to floating-gate transistors in the VGA so that the outputs of the VGA are
independent of the input common-mode signals. With an appropriate bias
voltage, the operating range is one V away from supply rails.

where , and are the amounts of
charge on and , respectively, is the total capaci-
tance seen from a floating gate, and

From (2) and (3), these two floating-gate voltages do not depend
on the input signal common-mode level.

The variable gain of the VGA stems from the nonlinearity of
the transfer function from the floating-gate voltage, (or

), to the diode-connected transistor drain voltage, (or
). Several pairs of the transfer curves corresponding to dif-

ferent amounts of the charge on the floating gates are measured
and are shown in Fig. 4. The measurement is taken with
fixed at while is swept from 0 V to . The value
of at the intersection indicates the center of the bell-shaped
transfer curve. As shown in Fig. 4(a), the slopes at the intersec-
tion point varies with the common-mode charge while the value
of at the intersection does not. Therefore, we can program
the common-mode charge to tune the width of the bell-shaped
transfer characteristics without affecting the center. On the other
hand, as shown in Fig. 4(b), the value of at the intersection
shifts as the differential charge changes, but the slopes at the in-
tersection are invariant. Thus, by programming the differential
charge, the center of the transfer function can be tuned without
altering the width. Because the template information are stored
in a pair of floating-gate transistors as in [12], [13], this circuit
has the potential to implement adaptive learning algorithms with
not only an adaptive mean but also an adaptive variance.

The detailed derivations of the relation between the VGA gain
and the common-mode charge are given in the appendix . The
final equation is

(4)

Fig. 4. VGA transfer characteristics.�V = V �V and V is fixed at
V =2 andV is swept from 0 V toV , whereV is 3.3 V. In the program-
ming mode, the control gate voltages are set to be��V �V =2 and the
floating-gate transistors are programmed to have 1 �A of current. (a) Common-
mode charge on M and M are programmed to several different levels and
the amount of the differential charge is fixed. (b) Differential charge on M
and M are programmed to several different levels and the amount of the
common-mode charge is fixed.

where , the subscripts “ ”
and “ ” refer to the pMOS and nMOS transistors, respectively,

is the subthreshold pre-exponential current factor, and
are the dimensions of a transistor, is the subthreshold slope
factor, is the threshold voltage, and is the thermal
voltage. Since the transfer function of the conventional bump
circuit is given in [7], we can have the transfer function expres-
sion of the complete bump circuit as

(5)

which is used to approximate a Gaussian function. By adjusting
, the magnitude of the VGA gain increases exponentially

and hence the width of bell-shaped transfer curve, which models
the standard deviation of a distribution, decreases exponentially.

In Fig. 5(a), we program the common-mode charge to several
different levels and measure the transfer curves with different
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Fig. 5. Gaussian fits of the transfer curves and the width dependance. (a) Com-
parison of the measured 1-D bumps (circles) and the corresponding Gaussian
fits (dashed lines). One of the bump input voltages is fixed at V =2, where
V is 3.3 V through the measurement. The extracted standard deviation varies
5.87 times and the mean only shifts 4.23%. The minimum achievable extracted
standard deviation is 0.199 V. (b) Width and common-mode charge relation in
semi-logarithmic scale. The width is characterized by the extracted �. The shift
of the programmed common-mode floating gate voltage, �V , represents
the common-mode charge level. The dashed line is the exponential curve fit.

widths. The bell-shaped curves are compared with their corre-
spondent Gaussian fits. In Fig. 5, the extracted standard devi-
ation varies 5.87 times and the mean only shifts 4.23%. In the
semi-logarithmic plot of Fig. 5(b), the extracted standard devia-
tion, , exponentially depends on the common-mode charge as
predicted by (4). The minimum achievable extracted standard
deviation from our measurements is 0.199 V, which is set by
the maximum gain of the VGA. If two diode-connected nMOS
transistors are used as the load, the maximum VGA gain will be
doubled and the minimum achievable standard deviation can be
reduced by half.

A diode-connected transistor in the bump circuit con-
verts the output current into a voltage. By feeding this voltage
to the tail transistor in the next stage bump circuit as
shown in Fig. 6, the final output current approximates a mul-
tivariate Gaussian function with a diagonal covariance matrix.
Although the feature dimension can be increased by cascading
more floating-gate bump cells, the bandwidth of the classifier
decreases. The mismatches between the floating-gate bump

circuits can be trimmed out by using floating-gate program-
ming techniques. In Fig. 7, we show two 2-D “bumps” with
different widths to approximate bivariate Gaussian functions
with different standard deviations. The output currents of an
array of these floating-gate bump circuits can easily be summed
up to implement GMMs.

III. PROGRAMMING FLOATING-GATE TRANSISTOR ARRAY

How to accurately programming an array of floating-gate
transistors is a critical technique in the development of our
analog classifier. Fowler–Nordheim tunneling and channel hot
electron (CHE) injection mechanisms are used to program
charge on floating gates. The techniques of programming an
array of floating-gate transistors have been detailed in many
previous works [14], [15]. In this section, we will briefly review
the floating-gate programming method and the way to program
an array of floating-gate transistors.

Fowler–Nordheim tunneling removes electrons from the
floating gates through tunneling junctions, which are schemati-
cally represented by arrowheaded capacitors shown in Fig. 8(b).
Because of the poor selectivity, tunneling currents are used as
the global erase. To accurately program charges on floating
gates, CHE injection are employed. As detailed in [16], CHE
injection current can be modeled as

(6)

where is the channel current, is a device and bias de-
pendent parameter, and is very close to 1. Instead of using
this computationally complex physical model as in [14], an em-
pirical model proposed in [15] is used to perform floating-gate
transistor characterization and algorithmic programming.

Given a short pulse of across a floating-gate device, the in-
jection current is proportional to , where
is the increment of the channel current. From (6), logarithmic of
this ratio should be a linear function of and a nonlinear func-
tion of , where is an arbitrary unity current. It can
be expressed as

(7)

where and are weakly linear functions when the
transistor is in the subthreshold region and are nonlinear
when the transistor is above threshold. In the characterization
process, and are given and can be measured.
Thus, and can be regressed by
high order polynomial functions. After the characterization
process, we obtain the resulting polynomial regressive func-
tions and . In the programming
process, with the regressive functions, the appropriate value
for injection can be predicted by

(8)

where is the given starting point and is the target value.
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Fig. 6. Cascading bump circuits. By connecting the diode-connected output transistor to the tail transistor of the next stage bump cell, the resulting output current
can approximate a multivariate Gaussian function with a diagonal covariance matrix.

Fig. 7. Measured bivariate RBFs. Measurement results from two cas-
cading floating-gate bump circuits. �V is the input voltage difference
�V = V � V of the first stage floating-gate bump circuit and �V is
the input voltage difference of the second stage. In both stages, V = V =2.
The common-mode charges are programmed to different levels to approximate
bivariate Gaussian functions with different variance.

The measured and the regressive results for the CHE injection
characterization are compared in Fig. 8(a). Only one floating-
gate transistor in the floating-gate array is used in the char-
acterization, and the regressive functions are cubic. The mea-
sured regressive coefficient mismatches in the array are less
than 10%. To avoid overshooting the target value, we always

Fig. 8. Injection characterization and floating-gate array programming.
(a) Measured injection characterization points (circles) and the corresponding
curve fits (dashed lines). The pulsewidth is fixed at 200 �s. 10 different values
of V ranging from 5.6 to 6.5 V and 30 channel current levels ranging from
20 nA to 20 �A are used to obtain the curve fits for each curve. Cubic functions
are used to regress the nonlinear functions g(�) and f(�) in (7). (b) Program-
ming an array of floating-gate transistors. Drain lines and gate lines are shared
in rows and in columns, respectively. By applying V to unselected drain
lines and gate lines, floating-gate transistors can be programmed individually.
Decoders for programming are at the peripheries of the array.

apply slightly shorter and smaller pulses of than the pre-
dicted values. Therefore, despite the mismatches and the dis-
crepancy between the curve fits and the measured data, the cur-
rent level of the floating-gate transistor approaches the target

Authorized licensed use limited to: Georgia Institute of Technology. Downloaded on May 2, 2009 at 07:53 from IEEE Xplore.  Restrictions apply.



PENG et al.: ANALOG PROGRAMMABLE MULTIDIMENSIONAL RBF-BASED CLASSIFIER 2153

Fig. 9. Schematic of the “FG-pFET & Mirror” block. The charge on the pMOS
transistor can be programmed to set the height of the bell-shaped transfer curve.

Fig. 10. Schematic of a current mode WTA circuit. Only the output voltage of
the winning cell will be high to indicate the best-matching template.

value asymptotically. The precision of the programmed current
level can be as accurate as 99.5%, which is consistent with other
approaches [14], [15]. As presented in [17], the retention time
for the charges on floating gates can last over 10 years at room
temperature. Because the bump circuit is a differential structure,
the center of the transfer curve would not vary with the temper-
ature. However, its width depends on the temperature because
of the term in (4).

To program an array of the floating-gate bump circuits,
floating-gate transistors are arranged as in Fig. 8(b) in the pro-
gramming mode. Because two conditions are required for CHE
injection: a channel current and a high channel-to-drain field,
we can deactivate the unselected columns (or rows) by applying

to the corresponding gate lines (or drain lines) so that
there are no currents through (or no fields across) the devices
for injection. In this manner, each floating-gate transistor can
be isolated from others and can be programmed individually.

IV. PROGRAMMABLE ANALOG VECTOR QUANTIZER

A “FG-pFET & Mirror” block shown in Fig. 9 is added in
front of the first bump cell to program its tail current, which sets
the height of the “bump.” For the analog vector quantizer imple-
mentation, the final output currents of the RBF-based classifier
are duplicated and are fed into a simple current mode WTA cir-
cuit, for which the schematic is shown in Fig. 10. The output
voltage of the winning cell only will be high to indicate the
best-matching template.

To have the access to all drain and gate terminals of floating-
gate transistors in the programming mode, multiplexers are in-
serted into the circuits as shown in Fig. 11. Most of the multi-
plexers are in the inverse generation and bias generation blocks.
Because only one bias generation block is needed for the whole
system, when the system is scaled up, the complexity of bias
generation block does not cost. In the analog RBF-based classi-
fier and vector quantizer, the same input voltage vector is com-
pared with all stored templates. Therefore, the inverse genera-
tion can be shared by the same column of bump cells, each of
which only includes a VGA and a conventional bump circuit.
The number of inverse generation blocks is equal to the dimen-
sion of the feature space. Together with the gate-line and drain-
line decoders, most of the programming overhead circuitries are
at the peripheries of the floating-gate bump cell array; therefore
the system can be easily scaled up and maintain high compact-
ness. The compactness and the ease of scaling up are important
issues in the implementation of an analog speech recognizer that
requires more than a thousand of bump cells. The final architec-
ture of our analog vector quantizer is shown in Fig. 12 and the
circuit parameters are listed in Table I.

We use two examples to demonstrate the reconfigurability of
our classifiers. Four templates are used as shown in Fig. 13.
The floating-gate transistors of other unused templates are tun-
neled off. Four bell-shaped output currents emulate the bivariate
Gaussian likelihood functions of four templates. The thick solid
lines at the bottom, indicate the boundaries determined by the
WTA outputs.

V. PERFORMANCE OF THE ANALOG VECTOR QUANTIZER

We have fabricated an analog vector quantizer in a 0.5- m
CMOS process and the micrograph is shown in Fig. 14. We also
fabricated a 16 16 highly compact low-power version of an
analog vector quantizer in the 0.5- m CMOS process occupying
less than 1.5 1.5 mm . Some important parameters and mea-
sured results are listed in the Table II.

To measure the power consumption, we program several
“bumps” with identical width and deactivate other “bumps”
by tunneling their floating-gate transistors off. The power
consumption is averaged over the entire 2-D input space. The
slope of the curve in Fig. 15(a) indicates the average power
consumption per bump cell with a specific value of width.
The relation between the power consumption and the extracted
standard deviation is shown in Fig. 15(b).

The VGA is the main source of the power consumption. The
gain is tunable when the nMOS transistors in the VGA operate
in the transition between above threshold and subthreshold re-
gions. The width tunability can also result from the nonlinearity
of the pMOS transistors when they are in transition between sat-
uration and ohmic region. From simulation, to save the power
consumed in the VGA, we can make nMOS transistors longer
to reduce the above-threshold currents and raise the source volt-
ages of and to reduce the headroom.

Because the RBF output current is in the nano-amp range
and the bandwidth of our current preamplifier for measurement
is approximately 1 kHz at that current level, we can not mea-
sure the speed of our floating-gate bump circuit directly, which
is expected to be around megahertz range. We can only mea-
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Fig. 11. Complete schematics of the floating-gate bump circuit. Multiplexers for programming are inserted into the original circuits. The “1” on the multiplexer
indicates the connection in the programming mode and the “0” indicates the connection in the operating mode. The tunneling junction capacitors are not shown
for simplicity. Most of the multiplexers are in bias generation and inverse generation blocks. Only two multiplexers are added in the bump cell that includes the
VGA and the conventional bump circuit.

Fig. 12. Architecture of an analog vector quantizer. The core is the bump cell
array followed by a WTA circuit. The main complexity from programming are
at the peripheries and the system can be scaled up easily.

sure the response time from the input to the WTA outputs. The
measured transient response of the analog vector quantizer is
shown in Fig. 16(a). One of the speed bottlenecks of the system

TABLE I
CIRCUIT PARAMETERS (�m=�m)

is the inverse generation block. For a given width, the speed and
the power depend on the amount of charge on and .
With more electrons on the floating gates, the circuit can achieve
higher speed but consumes more power as shown in Fig. 16(b).
The steep portion of the curve implies that the inverse genera-
tion block dominates. In this region, we can increase the speed
by consuming more power in the inverse generation block. The
flat region in Fig. 16(b) indicates the VGA dominant region. In
this region, burning more power in the inverse generation block
does not improve the speed of the system. Thus, given a vari-
ance, we can program the charges on and so that the
system operates at the knee of the curve to optimize the tradeoff
between the speed and the power consumption in the inverse
generation block.

Finally, we wish to evaluate the computational accuracy of the
analog RBF. Since the computation method and errors are dif-
ferent from those of traditional digital approaches, generic com-
parisons of effective bit-accuracy do not make sense. Rather,
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Fig. 13. Configurable classification results. The measured bump output cur-
rents (circle contours) and the WTA voltages (thick solid lines at the bottom) of
four templates are superposed in a single plot. V and V are the V in the
first stage and the second stage floating-gate bump circuits, respectively. Both
of their V terminals are fixed at V =2. (a) Four templates are programmed
to have the same variance and evenly spaced means. (b) Four templates are pro-
grammed to have different variances with evenly spaced means.

Fig. 14. Micrograph of an analog vector quantizer. A prototyped version of an
analog vector quantizer is fabricated in a 0.5-�m CMOS process. It is composed
of a 7� 2 floating-gate bump cell array.

we choose to evaluate the impact of using the analog RBFs on
system performance. To this end we use ROC curves and EER.

TABLE II
ANALOG VECTOR QUANTIZER PARAMETERS

Fig. 15. Relation between the power consumption and the extracted variance.
(a) Measured power consumption of the analog vector quantizer with different
number of floating-gate bump cells being activated with a fixed width. The slope
of the curves indicate the average power consumption per bump cell. (b) Rela-
tion between the power consumption per bump and the extracted variance of
the bell-shaped transfer curve. The larger the variance is, the more the power
consumption.

Two separate 2-D bumps are programmed to have the same vari-
ance with a fixed separation as shown in Fig. 17. The corre-
sponding Gaussian fits are used as the actual probability density
functions (pdfs) of two classes. Comparing these two pdfs using
different thresholds renders a ROC curve of these two Gaussian
distributed classes. We use it as the evaluation reference. With
the knowledge of the class distributions, comparing the output
currents using different thresholds generates a ROC curve for
the 2-D bumps. Comparing each of the two WTA output volt-
ages with different thresholds generates two ROC curves that
characterize the classification results of the vector quantizer.
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Fig. 16. Response time and speed-power tradeoff of an analog vector quantizer.
(a) The response time is measured between the input step and the WTA output
response. (b) Relation between the response time and the power consumption
for a given bump width. The inverse generation block dominates the response
time in the steep region. The VGA dominates in the flat region. Charge on M
and M can be programmed to optimize the speed-power tradeoff.

Fig. 17. Distributions of two “bumps” used to evaluate the classifier perfor-
mance. In the measurements for performance evaluation, the separation of the
center is kept constant but the widths of these two “bumps” varies. The measured
bump output currents (circle contours) and the WTA voltages (thick solid lines at
the bottom) of two templates are superposed in a single plot. V and V are the
values at the V input terminals of the first and the second floating-gate bump
circuits, respectively. The V terminals in both stages are fixed at V =2.

The EER, which is the intersection of the ROC curve and the
line as shown in Fig. 18(a), is the usual operating point of

Fig. 18. ROC and EER performance of the classifiers. The effects of different
bump widths on the ROC area and the EER performance. The separation of
the means of two classes is 1.2 V. The intercept plot shows the ROC curves
of the Gaussian fits (squares), output currents of the 2-D bumps (circles) and
WTA output voltages (triangles and diamonds) with the extracted � = 0:55 V.
The Gaussian fits are used as the actual pdf’s of the two classes and the corre-
sponding ROC curve is used as a reference. The intersection of the ROC curve
and the �45 line is the EER point, which is the usual operating point. The
results show that the analog VQ is comparable to an ideal maximum-likelihood
(ML) classifier.

classifiers. In Fig. 18(b), both the ROC areas and the EER are
plotted to investigate the effect of the bump width on the perfor-
mance. At the EER point, the performance of our RBF classifier,
which uses floating-gate bump circuits to approximate Gaussian
likelihood functions, is undistinguishable from that of an ideal
RBF-based classifier. Despite the finite gain of the WTA circuit,
the performance of the analog vector quantizer is still compa-
rable to an ideal maximum likelihood (ML) classifier. By opti-
mizing the precision and speed of the WTA circuit, the perfor-
mance can be improved but it is beyond the scope of this paper.

VI. POWER EFFICIENCY COMPARISON

To compare the efficiency of our analog system with the dig-
ital signal processing (DSP) hardware, we estimate the metric
of millions of multiply accumulates per second per milliwatt
(MMAC/s/mW) of our classifiers. When the system is scaled
up, the efficiency of the bump cells dominates the performance.
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Therefore, we consider the performance of a single bump cell
only.

Each Gaussian function is estimated as 10 MACs and can
be evaluated by a bump cell in less than 10 s (which is still
an overestimate) with the power consumption of 120 W or
so. This is equivalent to 8.3 MMAC/s/mW. The performance
of commercial low-power DSP microprocessors ranges from
1 MMAC/s/mW to 10 MMAC/s/mW and a special designed
high performance DSP microprocessor in [18] is better than
50 MMAC/s/mW. If this comparison is expanded to include the
WTA function, the efficiency of our analog system will improve
even more relative to the digital system.

Although our power efficiency is comparable to the digital
system, our classifier consumes much more power compared to
other analog vector-matrix-multiplication systems [19], [20], of
which efficiency ranges from 37 to 175 W. The
reason is that the transistors and are operating far
above threshold. By making and long and raising the
source voltages of and (which is not available in the
current chip), from simulation, we can easily reduce the power
consumption by at least two orders of magnitude. If the WTA
circuit is also optimized, it is anticipated that future ICs will be
at least two to three orders of magnitude more efficient than DSP
microprocessors at the same task.

VII. CONCLUSION

In this paper, we demonstrate a new programmable floating-
gate bump circuit, of which the height, the center and the width
of the bell-shaped transfer characteristics can be programmed
individually. A multivariate RBF with a diagonal matrix can
be realized by cascading these bump cells. Based on the new
bump circuit, we build a novel compact RBF-based soft clas-
sifier and, by adding a simple current mode WTA circuit, we
implement an analog vector quantizer. The performance and the
efficiency of the classifiers are comparable to the digital system.
With slight modifications, the overall efficiency is anticipated to
be improved by at least two to three orders of magnitude better
than DSP microprocessors.

APPENDIX

The nMOS transistors in the VGA are assumed in the transi-
tion between the above-threshold and the subthreshold regions.
The pMOS transistors are assumed in the above-threshold re-
gion. Because the transfer characteristics of the two branches are
symmetric, we can use the half circuit technique to analyze the
VGA gain. By equating the currents flowing through the pMOS
and nMOS transistors, we can have

(9)

where the subscripts of “ ” and “ ” refer to pMOS and nMOS
transistors, respectively, is the subthreshold pre-exponential
current factor, is the subthreshold slope factor, is the

threshold voltage, and is the thermal voltage. At the peak
of the bell-shaped transfer curve, and

where , . We can obtain
the gain of the VGA by differentiating (9) with respect to
and have

(10)

where . Therefore, the gain
increases approximately exponentially with the common-mode
charge and, accordingly, we can expect the exponential relation
between the extracted standard deviation of the transfer curve
and the common-mode charge.
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